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message (0, 3,”0123”) from node ‘3’, because this node ID ‘1’ exists in the Route-
String field of received probe message “0123”. 

Deadlock Resolution Method. In this algorithm, a deadlock is resolved by 
aborting one node that exists in multiple deadlock cycles. In order to carry out this 
idea successfully, a victim node with highest DepCnt value among the processes of 
the deadlock cycle is selected. Victimization of this node, can lead to break the cycle 
more likely because with high probability this node exists in a more deadlock cycles 
and the other process will have more chance to become complete. This idea is used 
in MC2DR algorithm, but as explained in previous section, does not work correctly. 
We try to use this idea correctly in here. If the detector node has the highest DepCnt 
value, therefore this node kills itself immediately. But, if the detector node has not 
the highest DepCnt value besides if in the probe message's victimID field another 
node ID is recorded, it performs as the following.  

If the ID of the victimID field precedes the detector node ID value in the Route-
String of probe message, the detector node victimizes itself because the victimID 
node is not a member of the detected deadlock cycle. This problem exists in the 
MC2DR algorithm. We solved this concern by putting aforementioned condition in 
our new algorithm. For example in Fig. 3, node ‘1’ has detected the deadlock cycle 
{1,2,3,1} by receiving probe message (0,3,”0123”). The detector node first checks 
whether its ID has been in a victimID field or not. But in this example the ID of 
node ‘0’ exists in the victimID field. Now, the detector node checks whether the ID 
of victim node has preceded the detector node ID value in the Route-String of probe 
message. In this example, ‘0’ in “0123” precedes the ‘1’ ID in the Route-String 
field. Therefore, the detector node kills itself because node ‘0’ is not a member of 
the deadlock cycle.  

If the ID of victim node tags along with the detector node's ID in the Route-String 
field, the detector node will send victim message to all successors. After receiving 
this message, the victim node first forwards it to all of its successors and then 
releases all locks held by; then kills itself. Each node, by receiving this message, 
restores the Initflg to false value and sends it to its successors (if exists). This 
procedure for any receiver node will be terminated when the Initflg value is false. In 
this case, the receiving node will not send the Victim message to its successors. 

Deadlock Detection and Resolution Algorithm. For particular node i, pseudo code for 
our algorithm, presented at following.  
 
ALGORITHM 1. Deadlock Detection and Resolution 

1. Algorithm_Initiation(){  
2.    Int w; //the waiting time for a particular resource  
3.    Probe p; //allocate memory for p  
4.  
5.    If (w>threshold && Initflg==false) {  
6.       P=Create_probe(i);  
7.       Send_probe(i,p);  
8.    }  
9.    Create_Probe( node i) {  
10.       p.victimID = i.ID;  
11.       p.DepCnt = i.DepCnt;  
12.       p.RouteString = i.ID;  
13.    }  
14.    Send_Probe( node i, probe p) {  
15.       Int k = i.DepCnt;  
16.       While (k) {  
17.          Send (k,p);  
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21.    }
22.    R
23.     
24.     
25.     
26.     
27.     
28.     
29.     
30.     
31.     
32.     
33.     
34.     
35.     
36.     
37.     
38.     
39.     
40.     
41.     
42.     
43.     
44.     
45.     
46.     
47.     
48.     
49.    }
50.    E
51.     
52.     
53.     
54.    }
55. }  
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